
 

Instance based classification

The main idea behind instance based

classification is that similar instances

have similar classification

one of the simplest examples
of instance

based classification
is K nearest neighbor

K NN classifier
In K NN an instance

is assigned
to the most

common class

among
the instances

similar to
it
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One of the main drawbacks of

K NN is the curse of dimensionality

As the feature space gets larger

the feature
vectors become sparser

and

as a result distance
between them

increases and distance can be dominated

by
irrelevant attributes

As a result

the
neighborhood

of a test instance

doesn't contain
instances that are

similar to it



Linear classification

It is a more powerful
and systematic

approach to classification
It has two

major
components

A score function
that maps the

raw data to class scores

A loss function that
measures

the goodness
of the scoring

function

in predicting
the labels



In linear classification we use a

linear scoring function

f Xli W b WX t b

www.E
where C is the number of

classes The

jth entry of f xd W b is the

confidence
score of image Xci

belonging

to class J W and b are parameters

of the scoring
function



Softmaxclassifi
In softmax classifier we view the

scores as unnormalized log

probabilities
for each class and use

a cross entropy
loss of the form
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Then the loss for Softmax
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Practice Problems

we are given a test point

and it's K nearest neighbors

Zi Zzz
n g

2 K

Let E be the event that

I NN classifier makes
a mistake

on X So
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PC label G D f
label CX

0 I



Let Ez be the event that

3 NN classifier makes a mistake

on

E3 occurs when at least 2 of

the 3 nearest neighbors
of have

a label that
is different

from

the label of X
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since PCED SPEED so

3 NN classifier is more robust

than I NN classifier

2 K 5

From the plot
we can see that

1 11 has the lowest mean

and but k 5 has

validation
error

a smaller variance
and hence letter

generalization
and is more

stable k 5

As K increases the variance

in the 5 fold CV error increases



ICO f Ig ycilcxcizs.ci
565

a since EE is a linear operator

so

Esr u
Fios

f II Esr v
y excisscisjoy

Hence if we can compute the

term then we are done Let's compute

the
term



Now

cis C cis siD5o5
ci5o gusto

ya
Ci5o 2 yci2

ci5o gusto

Ls 32

Since EG is a linear operator
so

EgnewL
Eg w

Eg µ

Now let's compute
the above

3 quantities



Since
has no 8 dependence so

Esme
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From problem
statement

E SCD
OEIRI

Hence

Egnew
2cg

ci5o gusto

O



Lastly
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Putting it all together

ya ci5O5 to 1101122
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where R or 11011T



b As the regularization strength

0 30 then
we have no

regularization

and hence the model might
overfit

the data

c As the regularization
strength 0 7

then the objective
of the Cost function

is to minimize
the L 2 norm of

parameters 8
and hence

O and

the model will underfit the data



I

c i

By chain rule

s sz s
NOW

Zi X

Recall quotient
rule from calculus
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Then using the quotient rule

we get

c
I

rill ri

Hence

Ori rill ri

Again by
chain rule

twice
3 wr triccri



Now

Fr ceri r

Putting it all together

Fw Cori Cri DX



i

By chain rule
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Again by chain rule
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Now
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I
kw D f 2 hingeycifx

t X 11Wh

since gradient is a linear operator

So

Tw Nw b o

vwhingeyci.lt

X Fw 11Wh

Let's compute
the gradients

highlighted

in and
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The above
function is a piecewise

linear function
and can be represented

h gey
vis
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if ya wT b Ll then

Vwhinseya.CH D y
ci E

Putting it all together

whingey
Cxc'D
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where

tI yci7CwT ci4 bye
is a

vector of all ones if y CwT Ci2Dc

or a vector of all Zeros if

ya wTx b I
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I WE O

ow Wik

wire

The above can be written more

compactly using
the sync

operator
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Hence

Tw Il WH Sgh
w C Rd

where sync operates
on each

element of w

Putting everything
together
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